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L a t e n t  S S V M  

Φ(x , y , h) 



L a t e n t  S S V M  
For any given w, the value of ξi 
can be shown to be an upper 
bound on the risk ∆(yi,y ˆi(w)) 
 



f(.) is the negative log-likelihood for EM or an upper bound on the risk for 
latent SSVM (or any other criteria for parameter learning).  
 
binary variables vi that indicate whether the ith sample is easy or not. 
Only easy samples contribute to the objective function.  
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Motif Finding 

Noun Phrase Coreference 

实验结果 
Experiments 



Noun Phrase Coreference 

Given the occurrence of all the nouns in a document, the goal of noun phrase 
coreference is to provide a clustering of the nouns such that each cluster refers 
to a single object. 
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Motif Finding 

binary classification of DNA sequences 

For all experiments we use C = 150 and ᵋ = 0.001 (the large size of the dataset 

made cross-validation highly time consuming) 
 



one could argue that difficult examples can be more informative than 
easy examples. Here the difficult examples are probably not useful 
because they confuse the learner rather than help it establish the 
right location of the decision surface. 
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